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ABSTRACT:- The Classification for Pap smear Diagnosis aims at classifying the Pap smear cells whether it is 

affected or not. The term “Pap-Smear” refers to samples of human cells stained by the so-called Papanicolaou 

method. The Papanicolaou method is a medical procedure to detect pre-cancerous cells in the uterine cervix. The 

median filter is used to remove the noises in the cell, and then the features are extracted using gray level co-

occurrence matrix technique. k-NN classifier, Baye’s classifier and ANN classifiers are used for the 

classification problem.. The classified cells are normal and abnormal. 

Keywords:- Bayesian classifier, Genetic Algorithms, Nearest Neighbor based Classifiers, Neural Network, Pap- 

Smear Classification. 

 

I. INTRODUCTION 
The term “Pap-Smear” refers to samples of human cells stained by the so-called Papanicolaou method. 

The Papanicolaou method is a medical procedure to detect pre-cancerous cells in the uterine cervix. A Pap 

smear is a microscopic examination of cells scraped from the opening of the cervix. The cervix is the lower part 

of the uterus that opens at the top of the vagina. Pap smear is a screening test for cervical cancer. Cervical 

cancer is malignant neoplasm of the cervix uteri or cervical area. It may present with vaginal bleeding, but 

symptoms may be absent until the cancer is in its advanced stages. Treatment consists of surgery in early stages 

and chemotherapy and radiotherapy in advanced stages of the disease. Pap smear screening can identify 

potentially precancerous changes. Treatment of high grade changes can prevent the development of cancer. In 

developed countries, the widespread use of cervical screening programs has reduced the incidence of invasive 

cervical cancer by 50% or more. The median filter method is used to remove the noises in the cell, and then the 

features are extracted using GLCM (gray level co-occurrence matrix) technique. k-NN classifier, Baye’s 

classifier, and Artificial Neural Network classifiers are used for the classification problem. 

 

Fig.1 shows the cervix in relation to upper part of vagina and posterior portion of uterus 

 

1 PROPOSED SYSTEM 

In our work, we have considered two types of cells. One is normal cell and another one is abnormal cell. 

 

2.1 Normal: 
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Our body is made up of billions of tiny cells that can only be seen under a microscope. These cells are grouped 

together to make up the tissues and organs of our bodies. They are a bit like building blocks. 

 

2.2 Abnormal: 

Malignant tumours are made up of cancer cells. They 

 Usually grow faster than benign tumours 

 Spread into and destroy surrounding tissues 

 Spread to other parts of the body. 
 

a) Normal cell b)Abnormal cell 

Fig.2 Classified cells 

In this project, classification of the pap smear cell is presented. The features are being extracted from 

the input images. The cell is classified in two different kinds, they are normal, benign, and malignant using k- 

Nearest Neighbor classifier. Finally we classify the pap smear cells. 

The three different modules for the hybrid intelligent scheme for pap smear diagnosis are as follows, 

1. Preprocessing 

2. Feature Extraction 

3. Classification 

 k – NN Classifier 

 Baye’s Classifier 

 ANN Classifier 

 

Fig.3 Block Diagram of the Proposed System 

2.3 Preprocessing 

In this module if any noise occurred in our input image, then such noises are removed. Noise is nothing 

but any undesired information that contaminates an image. These noises are removed using some type of filters. 

Here we are using Median filter to remove the noises. 

 

2.3.1 Median Filtering 

We have seen that smoothing filters reduce noise. However, the underlying assumption is that the 

neighboring pixels represent additional samples of the same value as the reference pixel, i.e. they represent the 

 same feature. At edges, this is clearly not true, and blurring of features results. There are also nonlinear 

neighborhood operations that can be performed for the purpose of noise reduction that can do a better job of 

preserving edges than simple smoothing filters. 
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In the median filtering operation, the pixel values in the neighborhood window are ranked according to 

intensity, and the middle value becomes the output value for the pixel under evaluation. Median filtering does 

not shift boundaries, as can happen with conventional smoothing filters. Since the median is less sensitive than 

the mean to extreme values, those extreme values are more effectively removed. 

 

2.4 Feature Extraction 

When the input data to an algorithm is too large to be processed and it is suspected to be notoriously 

redundant then the input data will be transformed into a reduced representation set of features also named 

features vector. Transforming the input data into the set of features is called feature extraction. The features 

provide the characteristics of the input type to the classifier by considering the description of the relevant 

properties of the image into a feature space. If the features extracted are carefully chosen, it is expected that they 

will extract the relevant information from the input data in order to perform the desired task using this reduced 

representation instead of the full size input. Feature extraction involves simplifying the amount of resources 

required to describe a large set of data accurately. When performing analysis of complex data one of the major 

problems stems from the number of variables involved. Analysis with a large number of variables generally 

requires a large amount of memory and computation power or a classification algorithm which over fits the 

training sample and generalizes poorly to new samples. We are using GLCM to extract the features. 

 

2.4.1 GLCM 

A gray level co-occurrence matrix (GLCM) contains information about the positions of pixels having 

similar gray level values. A co-occurrence matrix is a two-dimensional array, P, in which both the rows and the 

columns represent a set of possible image values. A GLCM Pd [i, j] is defined by first specifying a displacement 

vector d= (dx, dy) and counting all pairs of pixels separated by d having gray levels i and j. 
 

2.4.2 Texture Features 

1. Contrast 

Contrast is a measure of the local variations present in an image. 

𝐶(𝑘, 𝑛) = ∑ ∑(𝑖 − 𝑗)𝑘 𝑃𝑑 [𝑖, 𝑗]𝑛 

 
 

 
(1) 

where, 
𝑖 𝑗 

k and n are the local variations, i and j are the pixel values, Pd is the co occurrence matrix. If there is a large 

amount of variation in an image the P[i,j]’s will be concentrated away from the main diagonal and contrast will 

be high (typically k=2, n=1). 

 

2. Correlation 

Correlation is a measure of image linearity. 

∑𝑖 ∑𝑗 [𝑖𝑗𝑃𝑑 [𝑖, 𝑗]] − 𝜇𝑖 𝜇𝑗 
𝐶𝑐 = 

 
 

𝜎 𝜎 
(2) 

where, 
𝑖 𝑗 

 

𝜇𝑖 = ∑ 𝑖𝑃𝑑 [𝑖, 𝑗] 

𝜎2 = ∑ 𝑖2𝑃𝑑 [𝑖, 𝑗] − 𝜇2 
𝑖 𝑖 

𝜇𝑖 and 𝜎𝑖 are the mean and standard deviation, i and j are the pixel values of the function Pd(i,j). Correlation will 

be high if an image contains a considerable amount of linear structure. 

 
 

3. Cluster Prominence  

𝐺−1 𝐺−1 

 

 
where,

4 

𝑃𝑅𝑂𝑀 = ∑ ∑{𝑖 + 𝑗 − 𝜇𝑥 − 𝜇𝑦 } × 𝑃(𝑖, 𝑗) 

𝑖=0 𝑗 =0 

(3) 
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i and j are the pixel values of the function P(i,j), G is gray tone, 𝜇𝑥 and 𝜇𝑦 are the mean values of Px and Py. 

 

4. Cluster Shade  

2𝐺−2 

 

 
Where 

𝑆𝐻𝐴𝐷𝐸 = ∑ (𝑖 − 2𝜇)3 𝐻𝑠(𝑖|∆𝑥, ∆𝑦) 

𝑖=0 

(4) 

2𝐺−2 

1 
𝜇 = 

2 
∑ 𝑖𝐻𝑠 (𝑖|∆𝑥, ∆𝑦) 

𝑖=0 

∆𝑦 𝑎𝑛𝑑 ∆𝑦 are the pixel distance occur within a given neighborhood, µ is the mean value, G- gray tone, Hs is the 

normalized sum histogram. 
 

5. Dissimilarity 

 

 

 

where, 

 

𝐺 

𝐷 = ∑ 𝐶𝑖,𝑗 |𝑖 − 𝑗| 
𝑖, =1 

 

 
(5) 

i and j are the spatial coordinates of the correlation function Ci,j. 

 

6. Energy 

One approach to generate texture features is to use local kernels to detect various types of texture. After 

the convolution with the specified kernel, the texture energy measure (TEM) is computed by summing the 

absolute values in a local neighborhood: 

If n kernels are applied, the result is an n-dimensional feature vector at each pixel of the image being analyzed. 
𝑚 𝑛 

 

 
where, 

𝐿𝑒 = ∑ ∑|𝐶(𝑖, 𝑗)| 

𝑖=1 𝑗 =1 

(6) 

i and j are the pixel values, m and n are the local kernels to detect various types of texture, C(i,j) is the absolute 

values of coefficient function. 
 

7. Entropy 

Entropy is a measure of information content. It measures the randomness of intensity distribution. 

𝐶𝑒 = − ∑ ∑ 𝑃𝑑 [𝑖, 𝑗] ln 𝑃𝑑 [𝑖, 𝑗] 

 

 
(7) 

where, 
𝑖 𝑗 

Ce= measure the entropy, N is the number of gray levels, i, j are the spatial coordinates of the function Pi,j. Such 

a matrix corresponds to an image in which there are no preferred gray level pairs for the distance vector d. 

8. Homogeneity 

A homogeneous image will result in a co-occurrence matrix with a combination of high and low 

P[i,j]’s. 

𝑃𝑑 [𝑖, 𝑗] 

𝐶ℎ = ∑ ∑ 
1 + |𝑖 − 𝑗| 

 
(8) 

where, 
𝑖 𝑗 

i and j are the pixel values of the co-occurrence matrix function Pd[i,j], the range of gray levels is small the 

P[i,j] will tend to be clustered around the main diagonal. 

 

9. Maximum Probability 

This is simply the largest entry in the matrix, and corresponds to the strongest response. This could be 

the maximum in any of the matrices or the maximum overall. 

𝐶𝑚 = 𝑚𝑎𝑥𝑃𝑑 [𝑖. 𝑗] (9) 
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 𝑖=1 𝑗=1  

 

 
where, 

Cm is the maximum probability, i and j are the pixel values of the co-occurrence matrix function Pd[i,j]. 
 

10. Sum of Squares, Variance 
𝐺−1 𝐺−1 

𝑉𝐴𝑅𝐼𝐴𝑁𝐶𝐸 = ∑ ∑(𝑖 − 𝜇)2𝑃(𝑖, 𝑗) 

𝑖=0 𝑗 =0 

 

 
(10) 

where, 

i and j are the pixel values of the function P(i,j), G is gray tone, µ is the mean value. This feature puts relatively 

high weights on the elements that differ from the average value of P(i, j). 

 

 

11. Autocorrelation 

This function evaluates the linear spatial relationships between primitives. The set of autocorrelation 

coefficients shown below are used as texture features: 

𝐶(𝑝, 𝑞) = 
𝑀𝑁 ∑

𝑀 −𝑝 
∑
𝑁−𝑞 

𝑓(𝑖,𝑗 )𝑓(𝑖+𝑝,𝑗 +𝑞) 
(11) 

 

(𝑀−𝑝)(𝑁−𝑞) 𝑀 
𝑖=1 

𝑁 
𝑗 =1 

𝑓2(𝑖,𝑗 ) 

where p, q is the positional difference in the i, j direction, and M, N are image dimensions. 

 

12. Local Homogeneity, Inverse Difference Moment (IDM) 

 

𝐺−1 𝐺−1 

1 
𝐼𝐷𝑀 = ∑ ∑ 

1 + (𝑖 − 𝑗)2 𝑃(𝑖, 𝑗) 

𝑖=0 𝑗 =0 

(12) 

IDM is also influenced by the homogeneity of the image. Because of the weighting factor IDM will get 

small contributions from inhomogeneous areas. 

 

2.5 Classification 

In this classification problem, k-NN classifier, Baye’s classifier and ANN classifiers. 

 

2.5.1 Nearest Neighbor Classifier 

Initially, the classic 1-Nearest Neighbor (1-nn) method is used. The 1-nn works as follows: In each 

iteration of the feature selection algorithm, a number of features are activated. For each sample of the test set its 

Euclidean Distance from each sample of the training set is calculated. The Euclidean Distance is calculated as 

follows: 
 

 

  = √∑𝑑 
2 

(13) 

𝑖𝑗 𝑙−1|𝑥𝑖𝑙 − 𝑥𝑗𝑙 | 

∑ ∑ 
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where Dij is the distance between the test sample xil and the training sample xjl, and l = 1, …, d is the number 

of activated features in each iteration. With this procedure the nearest sample from the training set is calculated. 

Thus, each test sample is classified in the same class that its nearest sample from the training set belongs. The 

previous approach may be extended to the k-Nearest Neighbor (k-NN) method, where we examine the k-nearest 

samples from the training set and, then, classify the test sample by using a voting scheme. The most common 

way is to choose the most representative class in the training set. Thus, the k-NN method makes a decision 

based on the majority class membership among the k nearest neighbors of an unknown sample. In other words 

every member among the k nearest has an equal percentage in the vote. 

 

A nearest-neighbor classification object, where both distance metric ("nearest") and number of neighbors can be 

altered. The object classifies new observations using the predict method. The object contains the data used for 

training, so can compute resubstitution predictions. The neighbors are taken from a set of objects for which the 

correct classification (or, in the case of regression, the value of the property) is known. This can be thought of as 

the training set for the algorithm, though no explicit training step is required. The k- nearest neighbor algorithm 

is sensitive to the local structure of the data. Nearest neighbor rules in effect implicitly compute the decision 

boundary. It is also possible to compute the decision boundary explicitly, and to do so efficiently, so that the 

computational complexity is a function of the boundary complexity. Nearest 

  

neighbor problem has been extensively studied in the field of Computational geometry under the name closest 

pair of point’s problem. 

 

2.5.2 Baye’s Classifier 

Gaussian baye’s classifier is a baye’s classifier for data input classes having Gaussian distribution. The 

classifier learns from training data and estimates the posterior probabilities of the classes given particular 

instance of the features using baye’s theorem. Prediction of the class is determined by identifying the class with 

the highest posterior probability. The major advantage of the baye’s classifier is its short computational time for 

training since it requires a relatively small amount of training data to estimate the parameters for classification. 

Baye’s classifier is also robust to missing values because these values are simply ignored in computing 

probabilities and thus have no impact on the final decision. The baye’s classifier is a traditional statistics-based 

classifier that analyzes discriminant functions. 
 

P(D h) P(h) 

P(h D) 

P(D) 

(14) 

 

Where, 

D - feature values of feature images, 

P(h|D) - probability of diseases, 

P(D|h) - the posterior probability function of normal and diseased category, 

P(D) – the prior probability of training data, 

P(h) – the prior probability of hypothesis. 

2.5.3 Artificial Neural Network 

The structure of a neural network is formed by an “input” layer, one or more “hidden” layers, and the 

“output” layer. The number of neurons in a layer and the number of layers depends strongly on the complexity 

of the system studied. Therefore, the optimal network architecture must be determined. The general scheme of a 

typical three-layered ANN architecture is given in Fig.4. 

 

 

 

 

http://www.mathworks.in/help/stats/classificationknn.predict.html
http://en.wikipedia.org/wiki/Decision_boundary
http://en.wikipedia.org/wiki/Decision_boundary
http://en.wikipedia.org/wiki/Computational_geometry
http://en.wikipedia.org/wiki/Closest_pair_of_points_problem
http://en.wikipedia.org/wiki/Closest_pair_of_points_problem
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Input Hidden Output 

Layer Layer Layer 

Fig.4 Structure of ANN 

Input Layers are loaded the data (extracted features). Create the network. Network has two output neurons are 

normal and abnormal Pap smear cell. Each output neuron represents the class whether it is normal or abnormal. 

Setup the division of data. Input vectors and target vectors are randomly divided into 70% - training, 15% - 

validation, 15% - testing. We training and testing the datasets. Finally classify the cell. 

II. EXPERIMENTAL RESULTS 
2.1 Performance Calculation 

Sensitivity and specificity are the statistical measure of the performance of a binary classification test, 

also known in statistics or classification functions, sensitivity measures the proportion of actual positives which 

are correctly identified. Specificity measures the proportion of negatives which are correctly identified. 

 

 TP=True Positive is correctively classified as positive pixels. 

 FN=False Negative is incorrectly classified as positive pixels. 

 FP=False Positive is incorrectly classified as negative pixels. 

 TN=True Negative is incorrectly classified as negative pixels. 

True Positive: Pap smear affected images are correctly identified as Pap smear. 

False Positive: Normal image incorrectly identified as Pap smear. 

True Negative: Normal image correctly identified as Normal. 

False Negative: Pap smear image incorrectly identified as Normal. 

 

CLASSIFIERS SENSITIVITY SPECIFICITY ACCURACY 

k-NN 92 80 85 

BAYE’S 88.89 60 73.68 

NEURAL NETWORK 100 90 94.74 

Table.1 Performance measures 

 

3.1.1 Sensitivity: 

Sensitivity measures the proportion of actual positives which are correctly identified. 

Sensitivity = 
TP 

TP +FN 

 

 
(15) 

 

3.1.2 Specificity: 

Specificity measures the proportion of negatives which are correctly identified. 

TN 
Specificity = 

TN + FP 

 

 
(16) 

3.1.3 Accuracy: 

Accuracy of the measurement system is the degree of closeness of measurement of the quantity to the 
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quantities of actual (true) value. Accuracy is also used as the statistical measures of how well a binary 

classification test correctly identifies or exclude conditions. Accuracy is the proportion of true result in the 

population. 

I. CONCLUSION AND FUTURE WORK 
In this project, a classification algorithm is proposed for solving the Pap-smear cell classification problem. In the 

pre-processing method, the median filter is used to remove the noises in the cell. Then the features are extracted 

using GLCM technique, the features such as contrast, correlation, cluster prominence, cluster shade, 

dissimilarity, energy, entropy, homogeneity, maximum probability, sum of squares and variance, 

autocorrelation, and inverse difference moment.. The k-Nearest Neighbor classifier, Baye’s classifier and 

Artificial Neural Network classifiers are used to classify the Pap smear cells, the three types of classified cells 

are normal, benign and malignant. The performance of the proposed algorithm is tested using data sets of Pap- 

smear cells. The obtained results indicate the high performance of the proposed algorithm (Artificial Neural 

Network) in searching for a reduced set of features with high accuracy and in achieving excellent classification 

of Pap-smear cells. In the future work, intended to be focused in using different classifiers and different 

techniques for extraction. 
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